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Abstract: Rare class problems exist extensively in real-world applications across a wide range of domains. The extreme scarcity of the target class challenges traditional machine learning algorithms focusing on the overall classification accuracy. As a result, purposefully designed techniques are required for effectively solving the rare class mining problem. This paper presents a systematic review of the major representative approaches to rare class mining and related topics and gives a summary of the important research directions.
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1 INTRODUCTION

The challenging issue of rare class mining is inevitable in many real-world data mining applications, such as network intrusion detection, video surveillance [1, 2], oil spills detection in satellite radar images [3], diagnoses of rare medical conditions, text categorization [4, 5], and so on. All these applications share a common characteristic: samples from one class are extremely rare, while the number of samples belonging to other classes is sufficiently large. Furthermore, the correct detection of the rare samples is of significantly greater importance than the correct classification of the majority samples.

For example, in the network intrusion detection domain, there are hundreds of thousands of access requests every day. Among all these requests, the number of malicious connections is, in most cases, very small compared to the number of normal connections. Obviously, building a good model that can effectively detect future attacks is crucial so that the system can respond promptly in case of network intrusions.

Samples from a rare class are sometimes referred to as rare events or rare objects in the literature. The major challenge comes from the fact that the rarely occurring samples are usually overwhelmed by the majority class samples so that they are much harder to be identified. Firstly, traditional machine learning algorithms usually aim at achieving the lowest overall classification rate, which creates an inherent bias in favor of the majority classes because the rare class has less impact on accuracy. Secondly, noisy data may look similar to the rare objects and hence are difficult to distinguish. Due to these issues, the rare class mining problem has attracted more and more attention from the research community.

In this paper, we will discuss various issues associated with rare class mining and give a systematic review of different techniques that have been proposed for effectively mining rare events. Note that the domain of rare class mining is not clearly defined in the literature, which is often mixed up with the imbalanced dataset problem. Weiss [6] presents a survey of mining with both imbalanced datasets and rare class, claiming that these two areas are closely connected, whereas in this paper we try to clarify the essential differences between them. Moreover, the emerging area of rare category detection is also discussed along with the prospects of rare class mining.

2 METHODS FOR RARE CLASS PROBLEMS

The rare class problem has been investigated from different aspects and the focus of this paper is on supervised learning methods for rare class analysis.

2.1 Evaluation Metrics

Evaluation metric plays an important role in data mining. It is not only used to evaluate the performance of a classifier but in many algorithms also guides the learning process. Although accuracy is a widely used evaluation metric, it does not work well for rare class mining issue due to its strong bias against the rare class. For example, in a classification problem where the rare class accounts for only 0.1% of the training set, a classifier that predicts every sample as the majority class can still achieve a seemingly satisfactory overall accuracy of 99.9%. However, it holds no significance for the rare class mining application as nothing about the rare class has been learnt by the classifier. Therefore, for rare class mining, the overall accuracy is not a meaningful metric. Instead, Precision and Recall are the two preferred metrics. Usually, the rare class is denoted as positive samples. According to this definition, Precision is the percentage of true positive samples among all samples that are identified as positive and Recall is the percentage of true positive samples that are correctly predicted. Precision measures the exactness while Recall measures the completeness and they are related directly to the objective of the rare class mining problem.

Since Recall and Precision are two conflicting metrics, an acceptable tradeoff depending on specific applications is often pursued. Two popular metrics seeking a good balance between Recall and Precision are GMPR [7] and F-measure [4, 8-11]. GMPR is defined as the square root of the product of Precision and Recall, while F-measure, a metric widely used in the Information Retrieval community, is defined as:
where $\beta$ measures the importance of Precision vs. Recall. These two metrics achieve high values only if both Precision and Recall take high values. Additionally, other metrics have been proposed, such as sum of recalls, geometric mean of recalls, information score, and so on. Joshi [7] compares these metrics, and concludes that GMPR and F-measure are the most suitable metrics while F-measure is more favorable for tougher rare class problems.

### 2.2 Sampling-Based Methods

Sampling is one of the common data preprocessing techniques. The idea of sampling is to purposefully manipulate the distribution of samples so that the rare class could be well represented in the training set. Originally, sampling is a widely used approach to handle the class imbalance problem. Recently, a lot of studies discuss the sampling technique for dealing with rare class mining. It has been shown that sampling is an effective method for mining rare events [12].

#### 2.2.1. Sampling Methods

The basic sampling methods include under-sampling and over-sampling. Under-sampling randomly discards the majority class samples while over-sampling randomly duplicates the minority class samples in order to modify the class distributions [13]. Although these two methods do alleviate the rare class problem to some extent, they also bring in some issues. In random under-sampling, some potentially useful majority samples may be left out, resulting in information loss and a less than optimal model. Also, in random over-sampling, the size of the training set is increased significantly, increasing the computational complexity. Moreover, since over-sampling makes exact copies of rare class samples, adding no new information to the dataset, it may cause the over-fitting problem.

Since the basic versions of sampling do not work well in practice, some heuristic sampling methods have been proposed. Kubat and Matwin [14] propose a novel sampling method called One-Sided Selection. The core idea is to only eliminate special samples of the majority class and keep all rare class samples. Samples to be discarded are those noisy, redundant or borderline ones close to the boundary separating the positive and negative regions. In the algorithm, the concept of Tomek links is introduced to recognize the noisy and borderline samples. The paper also shows that only when one of the classes is prohibitively rare could the algorithm be applied.

Liu et al. [15] propose to make effective use of the majority class by multi-sampling. Two under-sampling methods, EasyEnsemble and BalanceCascade, are presented and the main idea is to create multiple subsets from the majority class, and use AdaBoost to train a classifier based on each subset together with the rare class dataset. Finally, the outputs of these classifiers are combined. EasyEnsemble samples from the majority class with replacement while in BalanceCascade, samples that are correctly classified by previous classifiers are discarded before subsequent sampling. Empirical results suggest that, compared to EasyEnsemble, BalanceCascade is more efficient on highly skewed dataset. Chawla et al. [16] propose an approach called Synthetic Minority Over-sampling Technique (SMOTE) in which the rare class is over-sampled by creating new synthetic rare class samples according to each rare class sample and its k nearest neighbors. Each new sample is generated in the direction of some or all of the nearest neighbors. Experimental results show that SMOTE can improve the accuracy of classifiers on many rare class problems and the combination of SMOTE and under-sampling performs better than pure under-sampling.

#### 2.2.2. Sampling Rate

While conducting sampling, there is an issue of how to determine the proper sampling rate, which directly affects the class distribution ratio. Given an imbalanced dataset problem, it is intuitive that a balanced distribution may yield the best or approximately best performance. However, it has been shown that the often used ‘even distribution’ is not optimal when dealing with rare events [17]. Instead, a ratio of 2:1 or even 3:1 in favor of the majority class often results in superior classification performance.

#### 2.2.3. Other Sampling Related Questions

Seiffert et al. [12] show that sampling techniques are domain-dependent and which sampling technique is the best choice depends on the specific application. As to the negative impact of sampling techniques, Kubat and Matwin [14] show that although the classification performance of a classifier on the rare class may increase along with the adoption of sampling techniques, its performance on the majority class and its overall accuracy may drop to some extent.

### 2.3 Cost-Sensitive Learning

Cost-sensitive learning is a widely used technique in data mining, which assigns different levels of misclassification penalty to each class. Cost-sensitive technique has been incorporated into classification algorithms by taking into account the cost information and trying to optimize the overall cost during the learning process. Recently, this technique has been applied to the rare class problem in which a higher cost is given to the misclassification of rare objects compared to the majority class. In [18], a cost/benefit sensitive algorithm named Statistical Online Cost Sensitive Classification (STOCS) is proposed to classify rare events in online data and the results show that STOCS outperforms many other well-known cost-insensitive online algorithms.

However, it is often difficult to set the cost information in practice. Although it is well known that a false negative prediction is more risky than a false positive prediction, how to make a quantitative analysis between these two risks may require prior knowledge and domain experts’ involvement. In practice, it is suggested to vary the cost ratio till a satisfactory objective function value is obtained [6]. As to multi-class problems, Sun et al. [19] apply Genetic Algorithms to search the optimal misclassification cost for each class.

\[ F_\beta = \frac{(1 + \beta^2) \times (Precision \times Recall)}{\beta^2 \times Precision + Recall} \]
2.4 Algorithms for Rare Class Mining

This section gives a review of some machine learning algorithms proposed or specifically modified for the rare class mining problem.

2.4.1 Boosting Algorithms

Boosting is a powerful sequential ensemble learning algorithm that can improve the performance of weak base learners [20]. In Boosting, a series of basic classifiers are built based on the weighted distributions of the original training set. At the end of each iteration, the weight of each training sample is adaptively changed based on the training error of the current classifier. By doing so, later classifiers are forced to put more emphasis on learning samples that are misclassified by former classifiers.

Boosting can be viewed as a generalized sampling method, as it changes the distribution of the original dataset. Since Boosting focuses on samples that are difficult to classify, it is a good choice to apply Boosting to detecting the rare class. However, since the standard Boosting algorithm treats the two kinds of errors (false positive and false negative) equally, the majority class may still dominate the training set after successive Boosting iterations.

In order to solve this issue, RareBoost [8] updates the weights of positive samples and negative samples in a different way. It allows the algorithm to focus on both Recall and Precision equally. AdaCost [21] is another variant of AdaBoost, which adopts the cost-sensitive technique. It imposes different costs for the two types of errors to update the distribution of the training set in order to reduce the cumulative misclassification cost. Chawla et al. [22] propose SMOTEBoost in which SMOTE is applied in each Boosting iteration. The newly created synthetic samples for the rare class are added into the training set to train a weak classifier, which are discarded after the classifier is built. The SMOTE procedure in each iteration makes every classifier learn more from the rare class, and thus broadens the decision regions for the rare class.

The core idea of the above algorithms is the same, which is to adaptively alter the distribution of the original dataset so that classifiers can focus on the samples that are difficult to classify. RareBoost and AdaCost change the distribution by applying modified weight updating mechanism while SMOTEBoost generates synthetic samples for the rare class. In terms of the weight updating mechanism, the standard Boosting focuses on all misclassified samples equally while RareBoost treats false-positive samples and false-negative samples differently. In the meantime, AdaCost updates the weights differently for all four types of classification outputs.

In addition to the weight updating mechanism, the effect of base classifiers has also been studied [10]. By analyzing the key components of Boosting: the accuracy metric, the ensemble voting process, the weight updating mechanism and the base learner, it is shown that, for the rare class mining problem, the performance of Boosting is critically dependent on the abilities of its base learner.

2.4.2 Rule-Based Algorithms

Traditional rule-induction techniques often fail to perform well in the rare class classification and some modified algorithms are proposed.

Joshi et al. [9] point out that existing sequential covering techniques may fail to effectively detect the rare class because they try to achieve high Recall rates and high Precision rates simultaneously but may face two problems: splintered false positives and small disjuncts caused by sparse target samples. In order to solve these issues, a two-phase rule-induction approach PNrule is introduced. In the first phase, rules that have high support and reasonable accuracy are discovered, which may contain both positive as well as negative samples. In the second phase, rules able to remove the false positive samples are developed to increase the accuracy. By doing so, PNrule is especially suitable for rare classes mining.

Emerging Patterns (EPs) are a new type of patterns introduced in [23]. They refer to itemsets whose supports in one class are significantly higher than in others, which can capture significant multi-attribute contrasts between classes. EPRC [24] is the first EP-based rare class classification approach, which aims to increase the discriminating power of EPs through three stages: generating new undiscovered rare class EPs, pruning low-support EPs and increasing the supports of rare class EPs. Alhammady and Ramamohanarao [25] propose a method called EPDT, which employs EPs to enhance the Decision Trees algorithm. It uses the rare class EPs to create new non-existing rare class samples and to over-sample the most important ones. The increase of both the rare class population and the training set size helps bias the decisions towards the rare class. DEP [26] is also a novel approach to mining EPs by dividing the majority class into subsets so that unseen rare class EPs could be discovered. It also defines a strength function to evaluate the rare class EPs in order to minimize the effect of noisy EPs.

2.4.3 Division-Based Algorithms

In some classification cases, subclass division within class is a quite normal procedure. Japkowicz [27] provides a general framework for combining unsupervised and supervised learning in classification tasks where division is implemented via clustering. Through sub-division, a complex concept may become much simpler and the imbalance level could also be weakened. Wu et al. [28] inherit the idea of sub-division by developing a method for rare class mining using local clustering. For the majority classes, local clustering is employed within each class, and for the rare class, over-sampling is adopted. The algorithm adjusts the over-sampling parameter to fit in with the clustering result so that the rare class size is approximate to the average size of the partitioned majority class.

2.5 Summary

In this section, we discuss approaches to address the rare class mining issue. These exist no universal methods for this issue and which approach should be adopted is dependent on
the specific application. In general, sampling and cost-sensitive learning are the most widely used techniques. In theory, cost-sensitive learning is preferable because no information is lost. However, in practice, sampling techniques are usually used as the cost information is difficult to quantify. Furthermore, how to select the best sampling technique and parameter combination is still an important research topic. In addition, modifying the traditional algorithms directly towards efficient rare class mining is also a good choice.

3 RELATED TOPICS

3.1 Rare Class vs. Imbalanced Dataset

Every dataset with uneven class distributions can be regarded as an imbalanced dataset. In this sense, rare class mining is an extreme case of the imbalanced classification problem where the minority class only accounts for 5% or even much less of the dataset. Weiss [6] demonstrates that rare class mining and imbalanced dataset classification face many common challenges and can benefit from similar remediation techniques. However, rare class mining could be much tougher than imbalanced classification as their major objectives are quite different. Class imbalance problems mainly focus on the imbalanced distributions among classes while rare class mining implies that the minority objects are abnormal and require special attention. Hence, the imbalanced classification problem still focuses on the overall accuracy and the accuracy of each class while rare class mining puts more emphasis on the detection of the rare class. In this case, the ROC curve or the G-mean metric, which is defined as the square root of accuracies of each class [19], is preferable for class imbalance problems whereas in rare class mining more targeted evaluation metrics should be used, as described in Section 2.1.

3.2 Rare Category Detection

In previous sections, we have reviewed various classification based techniques for rare class mining, which require a dataset with labeled samples for all the classes. However, in some application domains such as image processing and text categorization, labels are often difficult and time-consuming to obtain. As a result, the active learning model is proposed, which aims at labeling the most informative samples to minimize the cost of obtaining labeled data [29]. The motivation of active learning is to achieve high accuracies using as few labeled samples as possible. However, the fact that the majority classes always dominate the dataset is still a bottleneck in reducing the sample complexity of active learning techniques [30].

In order to solve this issue, the concept of rare category detection base on active learning has been proposed. Pelleg and Moore [31] present a solution by defining a mixture model to fit the data distribution. Samples that do not fit well are to be labeled and the model is improved after the labeling by oracle, then the cycle repeats. He and Carbonell [32] propose a nearest-neighbor-based active learning method named NNDM, which makes use of nearest neighbors to measure the local density for every sample and queries the label of samples that have the maximum changes in local density. A similar idea is also introduced in [33]. While NNDM requires the number of rare classes and the prior probability of each class as the inputs, SEDER (Semi-parametric Density Estimation based Rare category detection) [34] requires no prior information of the dataset. As in real-world applications it is often difficult to know exactly the number of classes in the dataset and the prior probability of each class, especially in extremely rare cases, SEDER is more suitable for real-world applications.

4 CONCLUSION

Classification based rare class mining methods can produce models that are easy to understand but are only applicable to well defined problems in which rare and common patterns are known in advance. However, the ability of detecting novel patterns is crucial. Take the network intrusion detection task as an example. It is impossible to pre-define the behaviors of all kinds of intrusions but whenever a possible intrusion happens, the system is still expected to raise the alarm adaptively. In such cases, techniques in related domains such as novel information detection [35] and some recently proposed ideas such as learning to rank algorithms [36] are likely to be helpful.

In the meantime, very limited work has been done on feature selection techniques in the rare class mining domain. Lee and Stolfo [37] discuss the feature extraction metrics for intrusion detection, and a few feature selection metrics are evaluated in the text categorization domain [38, 39]. Tang and Liu [4] investigate how different feature selection metrics affect different classifiers in text classification. However, none of the above work focuses directly on the issue of how traditional feature selection methods can be better adapted to fit the rare class problem, which is an important research direction worth thorough investigation.
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