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Abstract. Customer credit is an important concept in the banking industry, 
which reflects a customer’s non-monetary value. Using credit scoring methods, 
customers can be assigned to different credit levels. Many classification tools, 
such as Support Vector Machines (SVMs), Decision Trees, Genetic Algorithms 
can deal with high-dimensional data. However, from the point of view of a cus-
tomer manager, the classification results from the above tools are often too 
complex and difficult to comprehend. As a result, it is necessary to perform di-
mension reduction on the original customer data. In this paper, a SVM model is 
employed as the classifier and a “Clustering + LDA” method is proposed to per-
form dimension reduction. Comparison with some widely used techniques is 
also made, which shows that our method works reasonably well.  
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1   Introduction 

Customer credit is an important concept in the banking industry, which reflects a 
customer’s non-monetary value. The better a customer’s credit, the higher his/her 
value that commercial banks perceive. Credit scoring refers to the process of customer 
credit assessment using statistical and related techniques. Generally speaking, banks 
usually assign customers into good and bad categories based on their credit values. As 
a result, the problem of credit assessment becomes a typical classification problem in 
pattern recognition and machine learning. 

As far as classification is concerned, some representative features need to be ex-
tracted from the customer data, which are to be later used by classifiers. Many classi-
fication tools, such as Support Vector Machines (SVMs), Decision Trees, and Genetic 
Algorithms can deal with high-dimensional data. However, the classification results 
from the above tools based on the original data are often too complex to be under-
stood by customer managers. As a result, it is necessary to perform dimension reduc-
tion on the original data by removing those irrelevant features. Once the dimension of 
the data is reduced, the results from the classification tools may turn to be simpler and 
more explicable, which may be easier for bank staff to comprehend. On the other 
hand, it should be noted that the classification accuracy still needs to remain at an 
acceptable level after dimension reduction. 
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2   Credit Data and Classification Models 

The experimental data set (Australian Credit Approval Data Set) was taken from the 
UCI repository [2], which has 690 samples, each with 8 symbolic features and 6 nu-
merical features. There are 2 classes (majority rate is about 55.5%) without missing 
feature values. The data set was randomly divided into training set (490 samples) and 
test set (200 samples). All numerical features were linearly scaled to be within [0, 1]. 
In this paper, the SVM model was employed as the classifier, which has been widely 
used in various classification tasks and credit assessment applications [3, 4, 5].  

2.1   Preliminary Results 

In order to use the SVM model, all symbolic features need to be transformed into 
numerical features. A simple and commonly used scheme is shown in Table 1. In this 
example, a symbolic feature S taking 3 possible values a, b, and c is transformed into 
3 binary features (S1, S2, and S3). 

Table 1. A simple way to transform symbolic features into numerical features 

 S1 S2 S3 
S=a 1 0 0 
S=b 0 1 0 
S=c 0 0 1 

In the experimental studies, K-fold cross-validation was adopted [6] where the pa-
rameter K was set to 5. In the SVM model, the RBF kernel was used and its parame-
ters were chosen based on a series of trials. The accuracies of the SVM were 
86.7347% and 87.5% on the training set and the test set respectively. The implemen-
tation of the SVM was based on “libsvm-2.85” [7]. 

2.2   An Alternative Way to Handle Symbolic Features 

There is an alternative way to transform symbolic features, which is based on the idea 
of probabilities [10]. Let t represent a symbolic feature and its possible values are 
defined as: t1, t2,…, tk. Let ωi (i=1,2,…,M) denote the ith class label. 

For example, the case of t=tk is represented by: 

( ) ( ) ( )( )kMkk ttPttPttP === |,...,|,| 21 ωωω   

Since the sum of probabilities should always equal to 1, each symbolic feature can 
be represented by M-1 numerical features. As a result, for two-class problems, each 
symbolic feature can be represented by a single numerical feature. Compared to the 
scheme in Table 1, this new scheme is favorable when the number of classes is small 
(two classes in this paper) while the cardinality of each symbolic feature is high. With 
this type of transformation of symbolic features in the credit data, the accuracies of 
the SVM were 86.939% and 88.0% on the training set and the test set respectively. 
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3   Dimension Reduction Techniques 

The main objective is to project the original data into a 2D space, which is intuitive to 
analyze. For this purpose, LDA (Linear Discriminant Analysis) was used to reduce 
the dimension of the data. Although there are many other dimension reduction tools 
such as PCA (Principal Components Analysis), LDA is usually preferred in terms of 
the classification accuracy after dimension reduction. Since LDA can only deal with 
numerical features, all symbolic features in the original data set were transformed into 
numerical features by the method in Section 2.2. An improved LDA was also pro-
posed to address some of the weaknesses of the standard LDA technique. 

3.1   LDA (Linear Discriminant Analysis) 

The purpose of LDA is to perform dimension reduction while preserving as much 
class discriminatory information as possible [8]. In two-class problems, LDA is often 
refereed to as FLD (Fisher Linear Discriminant). In this method, the between-class 
scatter matrix SB and the within-class scatter matrix SW are defined as: 
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In Eq.1 and Eq.2, Ni is the number of samples in class ωi while μi is the mean of 
data in class ωi. Note that for M-class problems, there are at most M-1 projection 
directions [9] and consequently it is only possible to project the original data to a line 
for two-class problems.  

The optimal projection is defined as Wopt that maximizes the following function: 
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3.2   Clustering Based LDA 

Although the objective is to transform the original data into 2D data, for two-class 
problems, it is only possible to get a single projection vector from the standard LDA. 
In the following, a new LDA method based on clustering is proposed. 

The key idea is to partition the data in each class into subclasses through cluster-
ing. The number of subclasses is a tunable parameter of the new LDA method. For 
example, for a two-class problem, two clusters (subclasses) can be created in each 
original class and by doing so the number of classes increases from 2 to 4. As a result, 
it is now possible to get three nonzero eigenvalues (instead of one). The projection 
directions are determined by finding the nonzero eigenvalues of SW

-1SB. Since the 
rank of SB is more than 2, it is now possible to select two projection directions. 
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4   Experiments 

In order to empirically investigate the performance of the proposed LDA method, 
experimental studies were conducted to demonstrate its effectiveness. Comparison 
with two existing LDA extensions capable of producing multiple projection directions 
for two-class problems was also performed.  

4.1   The Effectiveness of Clustering Based LDA 

The widely used k-means clustering algorithm with k=2 (divide each original class 
into two subclasses) was employed. This parameter value was selected based on a few 
preliminary trials. 

Three nonzero eigenvalues were found based on the training set: λ1=1166, λ2=571 
and λ3=163. The first two eigenvalues were selected and their corresponding eigen-
vectors were used as the projection directions. Fig.1 shows the transformed 2D data 
from the training set and the test set. 
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Fig. 1. (a) Training Set; (b) Test Set 

Table 2. Classification accuracies of the SVM with the new clustering based LDA 

 Training Set Test Set 

Original Data  86.939% 88% 

Transformed Data (1) 84.694% 88% 

Transformed Data (2) 86.939% 88% 

Transformed Data (3) 86.327% 87.5% 

Transformed Data (4) 88.163% 87% 

Transformed Data (5) 84.082% 89% 

 

(a) (b) 
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As can be seen immediately from Fig.1, the 2D projections make it much easier for 
people to understand the distribution of the two classes. The accuracies of the SVM 
on the original data and transformed data, referred to as “Transformed Data (1)”, are 
shown in Table 2. It is clear that the accuracies of the SVM remained almost un-
changed while the dimension of the data was reduced from 14 to 2. This result also 
indicates that the original data set contains significant amount of redundancy as far as 
classification is concerned.  

Since the initial cluster centers are randomly selected in the k-means algorithm, 
different original cluster centers may result in different final clusters and projection 
directions. To demonstrate this point, some examples of other 2D projections (training 
set only) that can be obtained from the same data set are shown in Fig.2.  
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Fig. 2. Four different dimension reduction results on the same training set 

4.2   Comparison with Other LDA Techniques 

There are several variations of the original LDA framework in the literature, which 
can find multiple nonzero eigenvalues for two-class problems. Two representative 
examples are briefly described below: 

1. Nonparametric Discriminant Analysis (NPLDA) [11] employs the K Nearest 
Neighbor (KNN) method when calculating the between-class scatter matrix SB in 
order to make SB full of rank. Consequently, it is possible to get more than one 
nonzero eigenvalues (multiple projection directions). 
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Fig. 3. (a) NPLDA where the parameter K of KNN equals 25; (b) NPLDA when the parameter 
K of KNN equals 50; (c) NPLDA when the parameter K of KNN equals 100; (d) W2 method 

2. The second method (referred to as W2 in this paper) uses the original SB and SW. 
The first projection Wopt is the same as in the original LDA. The second projection 
W2 (orthogonal to Wopt) is defined as the eigenvector corresponding to the nonzero 
eigenvalue of: 
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Table 3. Classification accuracies of the SVM with different LDA methods 

 Training Set Test Set 
Clustering Based LDA 88.163% 87% 

NPLDA, K=25 81.429% 81.5% 

NPLDA, K=50 87.551% 85.5% 

NPLDA, K=100 88.367% 86% 

W2 method 88.571% 87% 
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As shown in Table 3, in the experiments using NPLDA, when the value of K in-
creased, the accuracy was improved gradually. When K was set to100, the accuracy 
reached a satisfactory level, although the process of searching for the 100 nearest 
neighbors for each sample may require extra computational cost. By contrast, the W2 
method showed good performance in terms of time complexity and classification 
accuracy. Note that it can only find a fixed projection map without the flexibility of 
choosing the number of projection directions as well as selecting the “best” projection 
maps. In summary, the proposed clustering based LDA method worked reasonably 
well compared to other representative LDA methods. 

5   Conclusion and Future Work 

The major focus of this paper is on improving the clarity of the customer data. Gener-
ally speaking, dimensionality is a major challenge for data interpretation and under-
standing by domain experts. For this purpose, various LDA related techniques for 
dimension reduction were tested, including a new clustering based LDA method. 
Experimental results showed that all these techniques were effective at reducing the 
dimension of the customer data set of interest while the classification accuracies of 
the SVM model remained almost unaffected after dimension reduction. 

In addition to the preliminary work reported in this paper, there are a few directions 
for future work. Firstly, the proposed dimension reduction techniques need to be fur-
ther tested on large scale customer data sets from commercial banks. Secondly, as 
shown in this paper, the projection directions as well as the classification accuracies 
may vary with different cluster patterns from the same data set due to the randomness 
of the clustering algorithm and different parameter values. As a result, a thorough 
analysis is required to better understand the relationship between clustering and LDA 
in order to investigate what kind of cluster patterns are preferred for the purpose of 
dimension reduction.  
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