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Abstract—Next item recommendation is an important yet challenging task in real-world applications such as E-commerce. Since people often carry out a series of online shopping activities, in order to predict what a user may purchase next, it is essential to model the user’s general taste as well as the sequential correlation between purchases. Existing models combine these two factors directly without considering the dynamic changes of a user’s long-term and short-term preferences. Meanwhile, when a purchase session contains multiple items, not all of them have the same impact on the next item to purchase. To address these limitations, we propose a model that introduces hierarchical attention to dynamically balance between general taste (long-term preference) and sequential behavior (short-term preference). To weight individual items in the same session, we design a neural memory network with attention mechanism to learn the dynamic weights. Our model can adapt the embedding of each session as well as the embedding of long-term and short-term preferences. Extensive experiments on three real-world datasets show that our model significantly outperforms state-of-the-art methods based on commonly used evaluation metrics.
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I. Introduction

Recommender systems are becoming an important component of our daily life, especially in online services, including E-commerce, online news, and social media sites, where users’ activities are influenced by their general tastes (long-term preference) as well as the sequential correlation (short-term preference) between purchases. The core task of a recommender system (RS) is to model and understand a user’s preference to make a personalized recommendation [1].

For example, a user may produce a series of sessions, where each session contains a set of items purchased in a specific time (e.g., one day). The task is to recommend the most likely items to the user in the next session. We use context to summarize the factors that impact a user’s next item to purchase. In particular, we consider both a user’s general taste (long-term preference) that can be learned from his/her purchase history, and sequential behavior captured by the sequential dynamics (short-term preference).

Figure 1 gives an example showing a user’s context changes and the recommendation results. Given two contexts A and B of the same user, the user’s long-term preference is {Suits, Trousers} in both contexts, while the short-term preferences are different.

In context A, the user’s sequential behavior shows that his/her interest is on sports-related products. So, the short-term preference should be given higher weights. For example, if we assign weights 0.1 and 0.9 to long-term and short-term preferences, respectively, the system will recommend {Sports T-shirts, Sweat Wristband} to the user. In context B, the user’s behavior shows that his/her interest changes from sports-related products to business suits. Since the user’s long-term and short-term preferences are both related to business suits, we should make the weights relatively equal on long-term and short-term preferences. For example, by assigning weights 0.6 and 0.4 to long-term and short-term preferences, respectively, the system will recommend {Dress Watch, Leather Belt}.

To model the user’s preference patterns, a variety of methods have been proposed. One class of methods recommends items based on a user’s general taste (long-term preference), which assumes that users’ preferences and items’ profiles are relatively stable [2]. Another class...
of methods only leverages the sequential dynamics, and adopt the Markov Chain (MC) [3] and recurrent neural network (RNN) based methods [4, 5], which ignores the user’s general taste. Meanwhile, some methods jointly consider the user’s general tastes and sequential transition behaviors [3, 6]. However, they only use a simple linear combination of the two factors, and the weighting between the two factors is fixed regardless of the user’s current context. Moreover, existing methods do not assign individual weights to all items within a session [3], and thus cannot focus on the most relevant items. However, it is important to distinguish between relevant and irrelevant items, especially when a user has a long sequential session.

To address the above issues, we propose a novel long-term and short-term attention memory network (LSAMN). We exploit a two-level attention embedding memory network to bridge a user’s general taste and the sequential behavior, and establish the connection among items with a session. To the best of our knowledge, this is the first attempt to introduce a mechanism to adapt the user’s long-term and short-term attentions, while fully considering the weight of each item in the current session.

Our LSAMN model is different from the Sequential Hierarchical Attention Network (SHAN) model [7], which considers the long-term preference as a new item in the last session, and uses the last session to generate the hybrid representation of the user’s preference. Compared with LSAMN, SHAN weakens the sequential influence on a user’s preference. Meanwhile, only using a single vector to represent a user’s preference inevitably limits the capability of the model.

The main contributions of this paper are summarized as follows:

- We propose a novel long-term and short-term attention memory network based on users’ sequential session behaviors and general tastes for next item recommendation.
- Our proposed LSAMN model can adapt the long-term and short-term preferences dynamically, and capture the connection among items through the session level attention vector.
- We show that LSAMN significantly outperforms state-of-the-art recommendation approaches in terms of Recall and MRR on three real-world datasets.

II. Related Work

Next item recommendation has attracted extensive research interests. Most previous methods rely on Collaborative Filtering (CF) to model implicit feedbacks, among which Matrix Factorization (MF) is one of the most popular techniques [8]. Such models usually only consider a fixed user preference. However, real-world applications may contain a series of temporal sessions and the popularity of items may constantly change as the purchase behavior changes. Similarly, a user’s preference for items can drift over time. Following this idea, sequential pattern recommender systems extract a series of association patterns according to the historical behaviors. Markov Chains have been used to model the sessions, and it has been shown that the sequential behavior mainly relies on the first-order session [3]. Since deep learning has achieved great success in session-based recommendation [5, 9], recent studies employed RNN-based methods to exploit the sequential behaviors of sessions [4, 5]. However, items in a session may not strictly follow a sequential order in many real-world scenarios.

To model a user’s general taste and sequential dynamics jointly, Rendle et al. [3] linearly combined Matrix Factorization and Markov Chains to capture a user’s preference pattern. Wang et al. [10] captured the hybrid representation of a user’s preference by aggregation operations. However, these methods ignore both the intra-session items’ attention and the preference level attention. By contrast, in document classification tasks, attention mechanism has shown great potential in modeling hierarchical patterns [11]. Bahdanau et al. [12] presented a technique for word alignment in machine translation using attention mechanism, which is similar to recommending relevant items. Our model is built on a two-level attention memory network, which can model a user’s long-term and short-term preferences in two embedding spaces. As a result, our model can strategically combine a user’s preferences by leveraging recurrent neural networks and the two-level attention mechanism, which fundamentally improves the model’s capability.

III. Preliminary

We focus on modeling implicit (e.g., purchases, clicks) feedbacks. Let \( U = \{u_1, u_2, \ldots, u_{|U|}\} \) denote a user set, where \(|U|\) is the number of users in set \( U \). Let \( I = \{i_1, i_2, \ldots, i_{|I|}\} \) denote an item set and \( X = \{x_1, x_2, \ldots, x_{|I|}\} \) be a set where each element \( x_j \) denotes the embedding of an item \( i_j \). The purchase history of all users is denoted by \( B = \{B^1, B^2, \ldots, B^{|U|}\} \) where \( B^u = \{b^u_{i_1}, b^u_{i_2}, \ldots, b^u_{i_{|I|}}\} \) represents the set of sessions of user \( u_j \). Each session \( b = \{i_1, i_2, \ldots, i_{|I|}\} \) consists of a subset of items. Given a sequence of sessions from user \( u \), we aim to recommend top-K items for user \( u \) to purchase in the next session.

IV. Methodology

A. Overview of LSAMN

Figure 2 illustrates the framework of LSAMN, which consists of an embedding layer and a two-level attention memory component:

- An embedding network to embed the user and item IDs into two low-dimensional vector spaces.
- A session level attention memory network (SMN) to compute the current session embedding of each user.
- A preference level feed-forward neural memory network (PMN) to generate the long-term and short-term preference attention in the current context.
Fig. 2: The LSAMN model

B. LSAMN Components

1) The Embedding Layer: Given a user and a series of sequential sessions, we first map the sparse one-hot vectors of users and items to two continuous d-dimensional dense spaces, where \( v \in \mathbb{R}^{d \times |U|} \) and \( x \in \mathbb{R}^{d \times |I|} \) are the embeddings of users and items, respectively. \( v_u \) is used to represent the embedding of user \( u \) and \( x_i \) is used to represent the embedding of item \( i \).

2) The SMN Layer: In sequence-based recommendation systems, each session can contain more than one items and may not follow strict sequential order, which may not be suitable for RNN-based methods. Therefore, learning a fixed-length embedding of each session is more reasonable. This sequential level attention memory network layer is used to form the session embedding, which can be computed as follows:

\[
\begin{align*}
    h_{xi} &= f(\Phi_0 x_i + \Omega_0) \\
    \beta_i &= \frac{\exp(V^\beta h_{xi})}{\sum_{k \in B_i} \exp(V^\beta h_{xk})}
\end{align*}
\]

(1)

(2)

where \( V^\beta \in \mathbb{R}^d \) denotes the weighting vector and \( \beta_i \) denotes the attention score of the \( i \)-th item in session \( B_i \) while \( \Phi_0 \in \mathbb{R}^{d \times d} \) and \( \Omega_0 \in \mathbb{R}^d \) are model parameters. Function \( f(\cdot) \) is the activation function, and we use \( \text{sigmoid} \) to enhance the capacity of our model.

The session embedding can be calculated as follows:

\[
b_i^u = \sum_{i \in B_i} \beta_i x_i
\]

(3)

where \( b_i^u \) is the embedding of the current session in time \( t \) and \( \beta_i \) is the attention weight of the \( i \)-th item in session \( B_i \), and \( x_i \in \mathbb{R}^d \) is the embedding of the \( i \)-th item in \( B_i \).

3) The PMN Layer: The preference level attention is used to calculate the attention of long-term and short-term preferences. The parameters (\( \alpha_l \) and \( \alpha_s \)) are used to adaptively update long-term and short-term preferences. The embeddings of the long-term and short-term preferences can be computed as follows:

\[
\begin{align*}
    h_{i}^u &= f(\Phi_1 v_u + \Omega_1), \\
    \hat{h}_{i}^u &= \alpha_l \cdot h_{i}^u \\
    h_{i}^u &= f(\Phi_2 h_{i}^u + \Omega_2), \\
    \hat{h}_{i}^u &= \alpha_s \cdot h_{i}^u
\end{align*}
\]

(4)

(5)

where \( h_{i}^u, h_{i}^u \in \mathbb{R}^d \) denote the current output state and hidden state, and \( v_u \) is the user’s general preference. \( \Phi_1, \Phi_2 \in \mathbb{R}^{d \times d} \) are the weighting matrices and \( \Omega_1, \Omega_2 \in \mathbb{R}^d \) are the bias values. \( \alpha_l \) and \( \alpha_s \) represent the attention weights of the long-term and short-term preferences of user \( u \), which are used to update a user’s preference embedding in each context. \( f(\cdot) \) is the activation function, which is \( \text{tanh} \) in our model.

The sequential memory cell is defined as:

\[
b_i^u = \psi(h_{i-1}^u, b_i^u, \Omega_t)
\]

(6)

where \( b_i^u \in \mathbb{R}^d \) is the session at time \( t \), which can be computed by Equation 3. \( h_{i-1}^u \in \mathbb{R}^d \) is the hidden state of the last time and \( \Omega_t \) is a bias vector. \( \psi(\cdot) \) represents the neural memory cell, which is the GRU cell in our model.

We use the attention network to adaptively update the embedding of a user’s long-term and short-term preferences:

\[
M_1 = V^\alpha Q(\Phi_3 h_{i}^u + \Phi_4 b_i^u + \Omega_l)
\]

(7)

\[
M_2 = V^\alpha Q(\Phi_5 h_{i}^u + \Phi_6 b_i^u + \Omega_s)
\]

(8)

\[
\alpha_l = \frac{\exp(M_1)}{\sum_{j \in [1,2]} \exp(M_j)}
\]

(9)
where $\mathbf{V}^\alpha \in \mathbb{R}^{1 \times d}$ is a weighting vector shared by all contexts. $\Phi_3, \Phi_4, \Phi_5, \Phi_6 \in \mathbb{R}^{d \times d}$ are weighting matrices. $\Omega_t, \Omega_s \in \mathbb{R}^d$ are the bias vectors. $Q(\cdot)$ is the activation function, which is $\tanh(\cdot)$. In our model, $\alpha_t$ is the general taste preference in the current session while $\alpha_s$ is the sequential dynamic preference with $\alpha_t + \alpha_s = 1$.

4) Target Item Prediction: Finally, our score function is defined as follows:

$$\hat{y}_{u,t} = \mathbf{W}_1 \mathbf{h}_t^u + \mathbf{W}_2 \mathbf{h}_s^u + \mathbf{\Omega}_t$$

where $\mathbf{W}_1, \mathbf{W}_2 \in \mathbb{R}^{[I] \times d}$ are the weighting matrices, connecting the embedding layer to the output layer. $\mathbf{\Omega}_t \in \mathbb{R}^N$ is a bias vector, and $\hat{y}_{u,t} \in \mathbb{R}^{[I]}$ denotes the score of all items for user $u$ at current session $t$. $\mathbf{h}_t^u$ and $\mathbf{h}_s^u$ represent the user’s long-term and short-term embeddings.

The output is the vector $\mathbf{\hat{Y}}_{u,t} \in \mathbb{R}^{[I]}$, where each element $\hat{Y}_{u,t,i}$ is computed as Equation 12:

$$\hat{Y}_{u,t,i} = \frac{\exp(\hat{y}_{u,t,i})}{Z(u,t)}$$

where $Z(u,t) = \sum_{i \in I} \exp(\hat{y}_{u,t,i})$ is the normalization constant and $\mathbf{\hat{Y}}_{u,t}$ denotes the probability distribution of the next purchase behaviors of user $u$ with length $|I|$.

C. Parameter Learning

Given a user $u$ and the associated session sequence, our goal is to recommend the next items that the user is likely to be interested in, which requires the algorithm to rank the ground-truth item $i$ higher than the none ground-truth item $j$. Here $i > u,t,j$ means that item $i$ is ranked higher than item $j$ for user $u$ at time step $t$. The loss function of our method is indicated by Equation 13:

$$L_\Theta = \sum_{u \in U} \sum_{B_t^u \in B^u} \sum_{i \in B_t^u} \log(\hat{Y}_{u,t,i}) - \lambda ||\Theta||^2$$

where $\lambda$ is the regularization constant and $\Theta$ is the model parameters. The basic idea is to rank the observed item $i$ higher than all non-observed items at time step $t$. Thus, the item’s ranking can be defined as follows:

$$i > u,t,j \Leftrightarrow \hat{Y}_{u,t,i} > \hat{Y}_{u,t,j}$$

where $i \in B_t^u$ and $j \notin B_t^u$. Let $D_{\text{train}}$ denote the training example and our model attempts to maximize the log probability. Since the item size is often very large, it is impractical to directly evaluate $L_\Theta$ and compute the log likelihood gradient. Thus, to train our model more efficiently, we use the negative sampling technique [13], and the objective function is defined as:

$$L_\Theta = \sum_{u \in U} \sum_{B_t^u \in B^u} \sum_{i \in B_t^u} K \cdot \mathbb{E}_{j \sim Q}[\log \sigma(-\hat{y}_{u,t,j})]$$

$$+ \log \sigma(\hat{y}_{u,t,i}) - \lambda ||\Theta||^2$$

where $\sigma(\cdot) = 1/(1 + e^{-x})$ and $Q(\cdot)$ denotes the negative sampling function, and $K$ is the number of negative samples.

V. Experiments

A. Datasets

We conducted experiments on three Amazon1 [14] datasets, including Sports and Outdoors (SO), Health and Personal Care (HPC), Clothing Shoes and Jewelry (CSJ). These three datasets contain user-product purchase sessions, and each session contains the items that a user purchased within a day.

Following previous studies [10], we cleaned up the datasets by removing long tail users and items: we removed all the items bought by less than 10 users and users that have bought less than 10 items; we also removed users with less than 3 sessions. The statistics of the cleaned datasets are shown in Table I.

B. Baseline Methods

We evaluated LSAMN against the following representative methods:

- POP: This model simply recommends the most popular item in training dataset.
- BPR-MF [15]: This model is a state-of-the-art matrix factorization method, which focuses on users’ long-term preferences and ignores the sequential behaviors.
- FMC: This method is a Markov chain method, which predicts next items based on last session items.
- FPMC [3]: This method considers both users’ long-term preferences and sequential dynamic behaviors for recommendation.
- HRM [10]: This model aggregates users’ long-term preferences and their last sessions using aggregation operations such as max pooling and average pooling.

1http://jmcauley.ucsd.edu/data/amazon/
A larger value of the metrics indicates better performance. MRR for session-based recommendation evaluation [17].

D. Evaluation Metrics

We employed two commonly used metrics REC@K and MRR for session-based recommendation evaluation [17]. A larger value of the metrics indicates better performance of the model:

- REC@K: This metric evaluates the recall of the top-K ranked items in the recommendation list over the testing sessions.
- MRR: This metric evaluates the mean reciprocal rank of the predictive positions of the ground-truth items on the testing sessions.

C. Experimental Settings

We used each user’s last session $B_i^u$ as the testing data, while all other sessions were used for training. Following previous studies [16], we generated a top-K list for each user $u$, where $K = \{10, 20\}$. The items in this list were recommended to the user for the next session. We compared items in the recommended list with those in the testing session of the user to evaluate the recommendation performance. We varied the following parameters in the experiments: the embedding layer dimensionality $d \in \{10, 20, 40, 60, 80, 100\}$, the regularization parameter $\lambda_d \in \{0.1, 0.01, 0.001, 0.0001\}$, the learning rate $\lambda \in \{0.2, 0.02, 0.002, 0.0002\}$. We sampled five negative samples for each positive label, and set the batch size to 256 and the number of iterations to 300.

D. Evaluation Metrics

We proposed a novel neural attention memory network named LSAMN to bridge users’ long-term preferences and sequential dynamics for personalized next item recommendation. LSAMN can effectively capture a user’s long-term preference as well as his/her short-term preference in the current context, reducing the influence of irrelevant items and focusing on relevant items in the current session. Experiment results showed that LSAMN outperformed state-of-the-art models according to three popular metrics (Recall@10, Recall@20, MRR) on three real-world datasets. Compared with the best results of other state-of-the-art methods, LSAMN achieved up to 28%, 33% and 14% relative improvement based on the three metrics, respectively.

VI. Conclusion

We proposed a novel neural attention memory network named LSAMN to bridge users’ long-term preferences and sequential dynamics for personalized next item recommendation. LSAMN can effectively capture a user’s long-term preference as well as his/her short-term preference in the current context, reducing the influence of irrelevant items and focusing on relevant items in the current session. Experiment results showed that LSAMN outperformed state-of-the-art models according to three popular metrics (Recall@10, Recall@20, MRR) on three real-world datasets. Compared with the best results of other state-of-the-art methods, LSAMN achieved up to 28%, 33% and 14% relative improvement based on the three metrics, respectively.
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| Dataset                              | #user $|U|$ | #item $|I|$ | #session | #sequence | avg.#session length | Sparsity   |
|--------------------------------------|------:|------:|--------:|----------:|-----------:|-------------------:|---------:|
| Health and Personal Care (HPC)       | 11.1k| 33.0k | 201944  | 136673   | 1.48      | 99.94%            |
| Clothing Shoes and Jewelry (CSJ)     | 12.5k| 61.2k | 178510  | 108459   | 1.65      | 99.98%            |
| Sports and Outdoors (SO)             | 10.2k| 35.0k | 162893  | 94043    | 1.75      | 99.95%            |

TABLE I: Statistics of datasets in our experiment

- DREAM [4]: This model is an RNN-based approach capable of capturing the global sequential feature of a user.
- SHAN [7]: This method employs two attention networks to represent a user’s preference and then uses matrix factorization to compute each item’s score as the MF method does.

2) Influence of Attention Components: To evaluate the influence of attention, we conducted additional experiments to analyze the role of each component, as shown in Table III. N-LSAMN means no preference level or session level attention and S-LSAMN only considers session level attention, while P-LSAMN only considers preference level attention. It is clear that models with one-level attention outperformed the model without the attention network, indicating that the attention mechanism can better exploit the features of users and items. Furthermore, the model with the two-level attention memory network outperformed all other models, suggesting that the proposed two-level attention network is important for sequential recommendation tasks.

3) Influence of Hyper-Parameters: We investigated the influence of embedding dimension $d$ on our LSAMN model over three Amazon datasets. Figure 3 shows its performance under REC@10, REC@20 and MRR for various dimensions without changing other hyper-parameters. The results show that LSAMN was relatively sensitive to the embedding dimension on HPC, while being reasonably stable on CSJ and SO. For all datasets, higher embedding dimensions did not necessarily result in better performance and LSAMN outperformed the competitive baselines by using relatively small dimensions.
TABLE II: Performance Comparison on Three Amazon Datasets.

<table>
<thead>
<tr>
<th>Metrics (%)</th>
<th>Datasets</th>
<th>Clothing Shoes and Jewelry (CSJ)</th>
<th>Health and Personal Care (HPC)</th>
<th>Sports and Outdoors (SO)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rec@10</td>
<td>Rec@20</td>
<td>MRR</td>
<td>Rec@10</td>
</tr>
<tr>
<td>POP</td>
<td>1.0180</td>
<td>1.6613</td>
<td>0.7526</td>
<td>1.7781</td>
</tr>
<tr>
<td>BPRMF</td>
<td>0.9569</td>
<td>1.6451</td>
<td>0.7438</td>
<td>1.6850</td>
</tr>
<tr>
<td>FMC</td>
<td>0.3055</td>
<td>0.5537</td>
<td>0.2182</td>
<td>1.7781</td>
</tr>
<tr>
<td>FPMC</td>
<td>1.0234</td>
<td>1.6450</td>
<td>0.7538</td>
<td>1.7856</td>
</tr>
<tr>
<td>HRM</td>
<td>0.9312</td>
<td>1.5877</td>
<td>0.7439</td>
<td>1.7871</td>
</tr>
<tr>
<td>DREAM</td>
<td>0.9627</td>
<td>1.6012</td>
<td>0.6681</td>
<td>1.9865</td>
</tr>
<tr>
<td>SHAN</td>
<td>0.9648</td>
<td>1.6894</td>
<td>0.6776</td>
<td>1.8894</td>
</tr>
<tr>
<td>LSAMN</td>
<td>1.0297</td>
<td>1.6976</td>
<td>0.7655</td>
<td>2.3660</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>0.62</td>
<td>0.49</td>
<td>1.55</td>
<td>19.10</td>
</tr>
</tbody>
</table>

TABLE III: Impact of Attention Components

<table>
<thead>
<tr>
<th>Metrics (%)</th>
<th>Datasets</th>
<th>Clothing Shoes and Jewelry (CSJ)</th>
<th>Health and Personal Care (HPC)</th>
<th>Sports and Outdoors (SO)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rec@10</td>
<td>Rec@20</td>
<td>MRR</td>
<td>Rec@10</td>
</tr>
<tr>
<td>N-LSAMN</td>
<td>0.9636</td>
<td>1.6313</td>
<td>0.7537</td>
<td>1.8141</td>
</tr>
<tr>
<td>S-LSAMN</td>
<td>0.9957</td>
<td>1.6334</td>
<td>0.7541</td>
<td>1.8162</td>
</tr>
<tr>
<td>P-LSAMN</td>
<td>0.9962</td>
<td>1.6469</td>
<td>0.7605</td>
<td>1.8897</td>
</tr>
<tr>
<td>LSAMN</td>
<td>1.0297</td>
<td>1.6976</td>
<td>0.7655</td>
<td>2.3660</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>3.36</td>
<td>3.08</td>
<td>0.64</td>
<td>28.21</td>
</tr>
</tbody>
</table>

Fig. 3: The impact of embedding dimension $d$


